
































References

Adesina, Olubukola S., Michael Kearns, and Aaron Roth. 2020. “Ethical algorithm design should guide
technology regulation.” Brookings.
https://www.brookings.edu/research/ethical-algorithm-design-should-guide-technology-regulation/.

Ahmed, Saifuddin. “Who inadvertently shares deepfakes? Analyzing the role of political interest,
cognitive ability, and social network size.” Telematics Informatics 57 (2021): 101508.

Amershi, Saleema, Andrew Begel, Christian Bird, Robert DeLine, Harald C. Gall, Ece Kamar, Nachiappan
Nagappan, Besmira Nushi and Thomas Zimmermann. “Software Engineering for Machine Learning: A
Case Study.” 2019 IEEE/ACM 41st International Conference on Software Engineering: Software
Engineering in Practice (ICSE-SEIP) (2019): 291-300.

Badawy, Adam, Emilio Ferrara and Kristina Lerman. “Analyzing the Digital Traces of Political
Manipulation: The 2016 Russian Interference Twitter Campaign.” 2018 IEEE/ACM International
Conference on Advances in Social Networks Analysis and Mining (ASONAM) (2018): 258-265.

Badawy, Adam, Kristina Lerman and Emilio Ferrara. “Who Falls for Online Political Manipulation?”
Companion Proceedings of The 2019 World Wide Web Conference (2019): n. Pag.

Bagdasaryan, Eugene and Vitaly Shmatikov. “Spinning Language Models for Propaganda-As-A-Service.”
ArXiv abs/2112.05224 (2021): n. Pag.

Balakrishnan, Tara, Michael Chui, Bryce Hall, and Nikolaus Henke. 2020. “Global survey: The state of AI
in 2020.” McKinsey.
https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/global-survey-the-state-
of-ai-in-2020.

Bandy, Jack. “Problematic Machine Behavior: A Systematic Literature Review of Algorithm Audits.” ArXiv
abs/2102.04256 (2021): n. Pag.

Bender, Emily & Gebru, Timnit & McMillan-Major, Angelina & Shmitchell, Shmargaret. (2021). “On the
Dangers of Stochastic Parrots: Can Language Models Be Too Big?.” 610-623.
10.1145/3442188.3445922.

Beskow, David M.. “Finding and Characterizing Information Warfare Campaigns.” (2020).

Chase, Melissa, Esha Ghosh and Saeed Mahloujifar. “Property Inference From Poisoning.” IACR Cryptol.
ePrint Arch. 2021 (2021): 99.

Chaslot, Guillaume. 2019. “The Toxic Potential of YouTube's Feedback Loop.” WIRED.
https://www.wired.com/story/the-toxic-potential-of-youtubes-feedback-loop/.

https://www.brookings.edu/research/ethical-algorithm-design-should-guide-technology-regulation/
https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/global-survey-the-state-of-ai-in-2020
https://www.mckinsey.com/business-functions/mckinsey-analytics/our-insights/global-survey-the-state-of-ai-in-2020
https://www.wired.com/story/the-toxic-potential-of-youtubes-feedback-loop/


Christodoulou, Eleni and Kalypso Iordanou. “Democracy Under Attack: Challenges of Addressing Ethical
Issues of AI and Big Data for More Democratic Digital Media and Societies.” Frontiers in Political Science
(2021).

Chen, Bryant, Wilka Carvalho, Nathalie Baracaldo, Heiko Ludwig, Ben Edwards, Taesung Lee, Ian Molloy
and B. Srivastava. “Detecting Backdoor Attacks on Deep Neural Networks by Activation Clustering.”
ArXiv abs/1811.03728 (2019): n. Pag.

Chen, Kangjie, Yuxian Meng, Xiaofei Sun, Shangwei Guo, Tianwei Zhang, Jiwei Li and Chun Fan.
“BadPre: Task-agnostic Backdoor Attacks to Pre-trained NLP Foundation Models.” ArXiv
abs/2110.02467 (2021): n. Pag.

Chen, Xiaoyi, A. Salem, Michael Backes, Shiqing Ma and Yang Zhang. “BadNL: Backdoor Attacks
Against NLP Models.” ArXiv abs/2006.01043 (2020): n. Pag.

Chopra, Amit K. and Munindar P. Singh. “Sociotechnical Systems and Ethics in the Large.” Proceedings
of the 2018 AAAI/ACM Conference on AI, Ethics, and Society (2018): n. Pag.

Chowdhury, Rumman, Luca Belli, and Donna Lamar. 2021. “Examining algorithmic amplification of
political content on Twitter.” Twitter Blog.
https://blog.twitter.com/en_us/topics/company/2021/rml-politicalcontent.

Conger, Kate. 2022. “With Eye to Russia, Biden Administration Asks Companies to Report
Cyberattacks.” The New York Times.
https://www.nytimes.com/2022/03/23/us/politics/biden-russia-cyberattacks.html.

Connell, Michael, and Sarah Vogler. 2017. “Russia's Approach to Cyber Warfare.” CNA.org.
https://www.cna.org/CNA_files/PDF/DOP-2016-U-014231-1Rev.pdf.

Deng, Samuel, Sanjam Garg, Somesh Jha, Saeed Mahloujifar, Mohammad Mahmoody and Abhradeep
Thakurta. “A Separation Result Between Data-oblivious and Data-aware Poisoning Attacks.” (2020).

Diamantis, Mihailis E.. “Algorithms Acting Badly: A Solution from Corporate Law.” SSRN Electronic
Journal (2020): n. Pag.

DiResta, Renée. 2021. “It's Not Misinformation. It's Amplified Propaganda.” The Atlantic, October 9,
2021.
https://www.theatlantic.com/ideas/archive/2021/10/disinformation-propaganda-amplification-ampligand
a/620334/.

Dong, Yinpeng, Xiao Yang, Zhijie Deng, Tianyu Pang, Zihao Xiao, Hang Su and Jun Zhu. “Black-box
Detection of Backdoor Attacks with Limited Information and Data.” 2021 IEEE/CVF International
Conference on Computer Vision (ICCV) (2021): 16462-16471.

https://blog.twitter.com/en_us/topics/company/2021/rml-politicalcontent
https://www.nytimes.com/2022/03/23/us/politics/biden-russia-cyberattacks.html
https://www.cna.org/CNA_files/PDF/DOP-2016-U-014231-1Rev.pdf
https://www.theatlantic.com/ideas/archive/2021/10/disinformation-propaganda-amplification-ampliganda/620334/
https://www.theatlantic.com/ideas/archive/2021/10/disinformation-propaganda-amplification-ampliganda/620334/


Dumbrava, Costica, and European Parliamentary Research Service. 2021. “Key risks posed by social
media to democracy.” European Parliament.
https://www.europarl.europa.eu/RegData/etudes/IDAN/2021/698845/EPRS_IDA(2021)698845_EN.pdf.

European Parliament. 2021. The Impact of Disinformation on Democratic Processes and Human Rights in
the World. Brussels: European Parliament DROI Subcommittee. 10.2861/59161.

European Union Counter-Terrorism Coordinator. 2020. “The role of algorithmic amplification in promoting
violent and extremist content and its dissemination on platforms and social media.” Open Data.
https://data.consilium.europa.eu/doc/document/ST-12735-2020-INIT/en/pdf.

Floridi, L.. “Translating Principles into Practices of Digital Ethics: Five Risks of Being Unethical.”
Philosophy & Technology 32 (2019): 185-193.

Gebru, Timnit & Morgenstern, Jamie & Vecchione, Briana & Vaughan, Jennifer & Wallach, Hanna &
Daumeé, III & Crawford, Kate. (2018). “Datasheets for Datasets.” Communications of the ACM. 64.
10.1145/3458723.

Geiping, Jonas, Liam Fowl, Gowthami Somepalli, Micah Goldblum, Michael Moeller and Tom Goldstein.
“What Doesn't Kill You Makes You Robust(er): How to Adversarially Train against Data Poisoning.” (2021).

Heidari, Hoda, Vedant Nanda and Krishna P. Gummadi. “On the Long-term Impact of Algorithmic
Decision Policies: Effort Unfairness and Feature Segregation through Social Learning.” ICML (2019).

Hong, Sanghyun, Varun Chandrasekaran, Yigitcan Kaya, Tudor Dumitras and Nicolas Papernot. “On the
Effectiveness of Mitigating Data Poisoning Attacks with Gradient Shaping.” ArXiv abs/2002.11497 (2020):
n. Pag.

Huszár, Ferenc & Ktena, Sofia Ira & O’Brien, Conor & Belli, Luca & Schlaikjer, Andrew & Hardt, Moritz.
(2022). “Algorithmic amplification of politics on Twitter.” Proceedings of the National Academy of
Sciences. 119. e2025334119. 10.1073/pnas.2025334119.

Ibáñez, Javier Camacho and Mónica Villas Olmeda. “Operationalising AI ethics: how are companies
bridging the gap between practice and principles? An exploratory study.” AI & SOCIETY (2021): n. Pag.

Im, Jane, Eshwar Chandrasekharan, John Singer artist Sargent, Paige Lighthammer, Taylor Denby, Ankit
Bhargava, Libby Hemphill, David Jurgens and Eric Gilbert. “Still out there: Modeling and Identifying
Russian Troll Accounts on Twitter.” 12th ACM Conference on Web Science (2020): n. Pag.

Jagielski, Matthew, Giorgio Severi, Niklas Pousette Harger and Alina Oprea. “Subpopulation Data
Poisoning Attacks.” Proceedings of the 2021 ACM SIGSAC Conference on Computer and
Communications Security (2021): n. Pag.

Jobin, Anna, Marcello Ienca and Effy Vayena. “The global landscape of AI ethics guidelines.” Nature
Machine Intelligence (2019): 1-11.

https://www.europarl.europa.eu/RegData/etudes/IDAN/2021/698845/EPRS_IDA(2021)698845_EN.pdf
https://data.consilium.europa.eu/doc/document/ST-12735-2020-INIT/en/pdf


Jormakka, Jorma and Jarmo Mölsä. “Modelling Information Warfare as a Game.” (2005).

Kalin, Josh, David Noever and Matthew Ciolino. “Color Teams for Machine Learning Development.” ArXiv
abs/2110.10601 (2021): n. Pag.

Karamitsos, Ioannis, Saeed Albarhami and Charalampos Apostolopoulos. “Applying DevOps Practices of
Continuous Automation for Machine Learning.” Inf. 11 (2020): 363.

Keller, Franziska Barbara, David Schoch, Sebastian Stier and JungHwan Yang. “Political Astroturfing on
Twitter: How to Coordinate a Disinformation Campaign.” Political Communication 37 (2019): 256 - 280.

Kirtley, Jane E. 2022. “Liability for Amplification of Disinformation: A Law of Unintended
Consequences?.” American Constitution Society.
https://www.acslaw.org/expertforum/liability-for-amplification-of-disinformation-a-law-of-unintended-co
nsequences/.

Kornbluh, Karen. 2022. “Disinformation, Radicalization, and Algorithmic Amplification: What Steps Can
Congress Take?” Just Security.
https://www.justsecurity.org/79995/disinformation-radicalization-and-algorithmic-amplification-what-ste
ps-can-congress-take/.

Koshiyama, Adriano Soares, Emre Kazim, Philip C. Treleaven, Pete Rai, Lukasz Szpruch, Giles Pavey,
Ghazi Ahamat, Franziska Leutner, Randy Goebel, Andrew Knight, Janet Adams, Christina Hitrova,
Jeremy Barnett, Parashkev Nachev, David Barber, Tomas Chamorro‐Premuzic, Konstantin Klemmer,
Miro Gregorovic, Shakeel Ahmad Khan and Elizabeth Lomas. “Towards Algorithm Auditing: A Survey on
Managing Legal, Ethical and Technological Risks of AI, ML and Associated Algorithms.” Software
Engineering eJournal (2021): n. Pag.

Kurita, Keita, Paul Michel and Graham Neubig. “Weight Poisoning Attacks on Pretrained Models.” ArXiv
abs/2004.06660 (2020): n. Pag.

Lee, Nicole T., Paul Resnick, and Genie Barton. 2019. “Algorithmic bias detection and mitigation: Best
practices and policies to reduce consumer harms.” Brookings.
https://www.brookings.edu/research/algorithmic-bias-detection-and-mitigation-best-practices-and-polic
ies-to-reduce-consumer-harms/.

Libicki, Martin C.. “The convergence of information warfare.” (2020).

Lin, Herbert S. and Jaclyn A. Kerr. “On Cyber-Enabled Information/Influence Warfare and Manipulation.”
(2017).

https://www.justsecurity.org/79995/disinformation-radicalization-and-algorithmic-amplification-what-steps-can-congress-take/
https://www.justsecurity.org/79995/disinformation-radicalization-and-algorithmic-amplification-what-steps-can-congress-take/
https://www.brookings.edu/research/algorithmic-bias-detection-and-mitigation-best-practices-and-policies-to-reduce-consumer-harms/
https://www.brookings.edu/research/algorithmic-bias-detection-and-mitigation-best-practices-and-policies-to-reduce-consumer-harms/


Liu, Lydia T., Ashia C. Wilson, Nika Haghtalab, Adam Tauman Kalai, Christian Borgs and Jennifer T.
Chayes. “The disparate equilibria of algorithmic decision making when individuals invest rationally.”
Proceedings of the 2020 Conference on Fairness, Accountability, and Transparency (2020): n. Pag.

Mansoury, Masoud, Himan Abdollahpouri, Mykola Pechenizkiy, Bamshad Mobasher, and Robin Burke.
2020. “Feedback Loop and Bias Amplification in Recommender Systems.” Proceedings of the 29th ACM
International Conference on Information & Knowledge Management, (October), 2145-2148.
10.1145/3340531.3412152.

Mart'inez-Fern'andez, Silverio, Justus Bogner, Xavier Franch, Marc Oriol, Julien Siebert, Adam
Trendowicz, Anna Maria Vollmer and Stefan Wagner. “Software Engineering for AI-Based Systems: A
Survey.” ArXiv abs/2105.01984 (2021): n. Pag.

Mejías, Ulises Ali and Nikolai E. Vokuev. “Disinformation and the media: the case of Russia and Ukraine.”
Media, Culture & Society 39 (2017): 1027 - 1042.

Mitchell, Margaret & Wu, Simone & Zaldivar, Andrew & Barnes, Parker & Vasserman, Lucy & Hutchinson,
Ben & Spitzer, Elena & Raji, Inioluwa & Gebru, Timnit. (2019). “Model Cards for Model Reporting.”
220-229. 10.1145/3287560.3287596.

Mökander, Jakob, Jessica Morley, Mariarosaria Taddeo and L. Floridi. “Ethics-Based Auditing of
Automated Decision-Making Systems: Nature, Scope, and Limitations.” Science and Engineering Ethics
27 (2021): n. Pag.

Mökander, Jakob and Marian Axente. “Ethics-Based Auditing of Automated Decision-Making Systems:
Intervention Points and Policy Implications.” ArXiv abs/2111.04380 (2021): n. Pag.

Morley, Jessica, Anat Elhalal, Francesca Garcia, Libby Kinsey, Jakob Mökander and L. Floridi. “Ethics as
a service: a pragmatic operationalisation of AI Ethics.” Minds Mach. 31 (2021): 239-256.

Morley, Jessica, Libby Kinsey, Anat Elhalal, Francesca Garcia, Marta Ziosi and L. Floridi.
“Operationalising AI ethics: barriers, enablers and next steps.” AI & SOCIETY (2021): n. Pag.

Nguyen, Dong. “Failure modes and effects analysis for software reliability.” Annual Reliability and
Maintainability Symposium. 2001 Proceedings. International Symposium on Product Quality and Integrity
(Cat. No.01CH37179) (2001): 219-222.

Ntoutsi, Eirini, Pavlos Fafalios, Ujwal Gadiraju, Vasileios Iosifidis, Wolfgang Nejdl, Maria-Esther Vidal,
Salvatore Ruggieri, Franco Turini, Symeon Papadopoulos, Emmanouil Krasanakis, Ioannis Kompatsiaris,
Katharina E. Kinder-Kurlanda, Claudia Wagner, Fariba Karimi, Miriam Fernández, Harith Alani, Bettina
Berendt, Tina Kruegel, Christian Heinze, Klaus Broelemann, Gjergji Kasneci, Thanassis Tiropanis and
Steffen Staab. “Bias in data‐driven artificial intelligence systems—An introductory survey.” Wiley
Interdisciplinary Reviews: Data Mining and Knowledge Discovery 10 (2020): n. Pag.



Ozarin, Nathaniel W. and M. Siracusa. “A process for failure modes and effects analysis of computer
software.” Annual Reliability and Maintainability Symposium, 2003. (2003): 365-370.

Ozarin, Nathaniel W.. “The Role of Software Failure Modes and Effects Analysis for Interfaces in
Safety-and Mission-Critical Systems.” 2008 2nd Annual IEEE Systems Conference (2008): 1-8.

Paudice, Andrea, Luis Muñoz-González, András György and Emil C. Lupu. “Detection of Adversarial
Training Examples in Poisoning Attacks through Anomaly Detection.” ArXiv abs/1802.03041 (2018): n.
Pag.

Pew Research Center. “Experts Doubt Ethical AI Design Will Be Broadly Adopted as the Norm in the
Next Decade.” June 16, 2021.

Raji, Inioluwa Deborah and Joy Buolamwini. “Actionable Auditing: Investigating the Impact of Publicly
Naming Biased Performance Results of Commercial AI Products.” Proceedings of the 2019 AAAI/ACM
Conference on AI, Ethics, and Society (2019): n. Pag.

Raji, Inioluwa & Smart, Andrew & White, Rebecca & Mitchell, Margaret & Gebru, Timnit & Hutchinson,
Ben & Smith-Loud, Jamila & Theron, Daniel & Barnes, Parker. (2020). “Closing the AI accountability gap:
defining an end-to-end framework for internal algorithmic auditing.” 33-44. 10.1145/3351095.3372873.

Reifer, Donald J.. “Software Failure Modes and Effects Analysis.” IEEE Transactions on Reliability R-28
(1979): 247-249.

Ronanki, Rajeev, and Thomas Davenport. 2017. “Artificial Intelligence for the Real World – A Business
Perspective.” Deloitte.
https://www2.deloitte.com/us/en/pages/deloitte-analytics/articles/hbr-report-artificial-intelligence-for-the
-real-world.html.

Ryan, Mark, Josephina Antoniou, Laurence D. Brooks, Tilimbe Jiya, Kevin Macnish and Bernd Carsten
Stahl. “Research and Practice of AI Ethics: A Case Study Approach Juxtaposing Academic Discourse
with Organisational Reality.” Science and Engineering Ethics 27 (2021): n. Pag.

Salama, Khalid, Jarek Kazmierczak, and Donna Schut. 2021. “Practitioners guide to MLOps: A
framework for continuous delivery and automation of machine learning.” Google Cloud.
https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf.

Schelter, Sebastian, Felix Biessmann, Tim Januschowski, David Salinas, Stephan Seufert and Gyuri
Szarvas. “On Challenges in Machine Learning Model Management.” IEEE Data Eng. Bull. 41 (2018): 5-15.

Severi, Giorgio, Jim Meyer, Scott E. Coull and Alina Oprea. “Exploring Backdoor Poisoning Attacks
Against Malware Classifiers.” ArXiv abs/2003.01031 (2020): n. Pag.

Severi, Giorgio, Jim Meyer and Scott E. Coull. “Explanation-Guided Backdoor Poisoning Attacks Against
Malware Classifiers.” USENIX Security Symposium (2021).

https://services.google.com/fh/files/misc/practitioners_guide_to_mlops_whitepaper.pdf


Shao, Chengcheng, Giovanni Luca Ciampaglia, Onur Varol, Kai-Cheng Yang, Alessandro Flammini and
Filippo Menczer. “The spread of low-credibility content by social bots.” Nature Communications 9 (2018):
n. Pag.

Shao, Chengcheng, Pik-Mai Hui, Lei Wang, Xinwen Jiang, Alessandro Flammini, Filippo Menczer and
Giovanni Luca Ciampaglia. “Anatomy of an online misinformation network.” PLoS ONE 13 (2018): n. Pag.

Sîrbu, Alina, Dino Pedreschi, Fosca Giannotti and János Kertész. “Algorithmic bias amplifies opinion
fragmentation and polarization: A bounded confidence model.” PLoS ONE 14 (2019): n. Pag.

Snyder, Don, Lauren A. Mayer, Guy Weichenberg, Danielle C. Tarraf, Bernard Fox, Myron Hura, Suzanne
Genc, and Jonathan W. Welburn. “Measuring Cybersecurity and Cyber Resiliency.” Santa Monica, CA:
RAND Corporation, 2020. https://www.rand.org/pubs/research_reports/RR2703.html. Also available in
print form.

Stahl, Bernd Carsten, Josephina Antoniou, Mark Ryan, Kevin Macnish and Tilimbe Jiya. “Organisational
responses to the ethical issues of artificial intelligence.” AI & SOCIETY 37 (2022): 23-37.

Stamatis, D. H. 2003. Failure Mode and Effect Analysis: FMEA from Theory to Execution. N.p.: ASQ
Quality Press.

Steinhardt, Jacob, Pang Wei Koh and Percy Liang. “Certified Defenses for Data Poisoning Attacks.” NIPS
(2017).

Suya, Fnu, Saeed Mahloujifar, David Evans and Yuan Tian. “Model-Targeted Poisoning Attacks: Provable
Convergence and Certified Bounds.” ArXiv abs/2006.16469 (2020): n. Pag.

U.S. Department of Defense. “DOD Dictionary of Military and Associated Terms.” Washington, D.C. July
2017.

U.S. Department of Energy and U.S. Department of Homeland Security. “Cybersecurity Capability
Maturity Model (C2M2).” Version 1.1, February 2014.

Vijaykeerthy, Deepak, Anshuman Suri, Sameep Mehta and Ponnurangam Kumaraguru. “Hardening Deep
Neural Networks via Adversarial Model Cascades.” 2019 International Joint Conference on Neural
Networks (IJCNN) (2019): 1-8.

Wallace, Eric, Tony Zhao, Shi Feng and Sameer Singh. “Customizing Triggers with Concealed Data
Poisoning.” ArXiv abs/2010.12563 (2020): n. Pag.

The White House. 2022. “FACT SHEET: Act Now to Protect Against Potential Cyberattacks.” The White
House.
https://www.whitehouse.gov/briefing-room/statements-releases/2022/03/21/fact-sheet-act-now-to-prot
ect-against-potential-cyberattacks/.

https://www.whitehouse.gov/briefing-room/statements-releases/2022/03/21/fact-sheet-act-now-to-protect-against-potential-cyberattacks/
https://www.whitehouse.gov/briefing-room/statements-releases/2022/03/21/fact-sheet-act-now-to-protect-against-potential-cyberattacks/


Yang, Limin, Zhi Gang Chen, Jacopo Cortellazzi, Feargus Pendlebury, Kevin Tu, Fabio Pierazzi, Lorenzo
Cavallaro and Gang Wang. “Jigsaw Puzzle: Selective Backdoor Attack to Subvert Malware Classifiers.”
ArXiv abs/2202.05470 (2022): n. Pag.

Yang, Wenkai, Lei Li, Zhiyuan Zhang, Xuancheng Ren, Xu Sun and Bin He. “Be Careful about Poisoned
Word Embeddings: Exploring the Vulnerability of the Embedding Layers in NLP Models.” ArXiv
abs/2103.15543 (2021): n. Pag.

Zannettou, Savvas, Tristan Caulfield, Emiliano De Cristofaro, Michael Sirivianos, Gianluca Stringhini and
Jeremy Blackburn. “Disinformation Warfare: Understanding State-Sponsored Trolls on Twitter and Their
Influence on the Web.” Companion Proceedings of The 2019 World Wide Web Conference (2019): n.
Pag.

Zannettou, Savvas, Tristan Caulfield, William Setzer, Michael Sirivianos, Gianluca Stringhini and Jeremy
Blackburn. “Who Let The Trolls Out?: Towards Understanding State-Sponsored Trolls.” Proceedings of
the 10th ACM Conference on Web Science (2019): n. Pag.

Zheng, Tianhang and Baochun Li. “First-Order Efficient General-Purpose Clean-Label Data Poisoning.”
IEEE INFOCOM 2021 - IEEE Conference on Computer Communications (2021): 1-10.


	Securing AIML Systems in the Age of Information Warfare
	References for paper - SVN.docx

